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Abstract. This article considers the analysis of multiple linear 

regressions (MLR) that is used frequently in practice. We propose 

new approach could be used to guide the selection of the “true” 

regression model for different sample size in both cases of existing 

and not existing of multicollinearity, first-order autocorrelation, and 

heteroscedasticity. We used simulation study to compare eight model 

selection criteria in terms of their ability to identify the “true” model 

with the help of the new approach. The comparison of the eight model 

selection criteria was in terms of their percentage of number of times 

that they identify the “true” model with the help of the new approach. 

The simulation results indicate that overall, the new proposed 

approach showed very good performance with all the eight model 

selection criteria where the GMSEP, JP, and SP criteria provided the 

best performance for all the cases. The main result of our article is that 

we recommend using the new proposed approach with GMSEP, or JP, 

or SP criteria as a standard procedure to identify the “true” model.  

Keywords: Multiple Linear Regression; Information Criteria; 

Bootstrap Procedure; MCB Procedure. 

1. Introduction 

Regression is a tool that allows researcher to model the relationship 

between a response variable Y , and some explanatory variable usually 

denoted 
k

X . In general form, the statistical model of multiple linear 

regressions (MLR) is: 
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We are interested in estimating these, ,sβ  in order to have an equation for 

predicting a future Y  from the associated .Xs  The usual way of 

estimating the sβ  is the method referred to as ordinary least squares in 

which we estimate the 
k

β  parameters by 
k
b  that minimize the error sum 

of squares 2
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∑= − + + + . In general, this is 

what SAS procedures, PROC GLM, PROC REG, and PROC 

AUTOREG [1] , are set up to do. In practice many researchers recommend 

considering all possible regression models that can be constructed of all 

the available variables to select the true model among them using some 

information criterion [2] . A lot of efforts are usually needed to decide 

what the suitable model of the data is. Statisticians often use information 

criteria such as Akaike’s Information Criterion (AIC) [3] , Sawa’s 

Bayesian Information Criterion (BIC) [4,5] , Schwarz’s Bayes Information 

Criteria (SBC) [6] , Amemiya’s Prediction Criterion (PC) [4,7,8] , Final 

Prediction Error (JP) [9,4] , Estimated Mean Square Error of Prediction 

(GMSEP) [9] , and SP Statistic (SP) [9]  to guide the selection of the true 

model [1,2] . Many studies have proposed either new or modified criteria to 

be used to select the true model. Recently, empirical study was conducted 

to illustrate the behavior of well-known information criteria in selecting 

the true regression model for different sample size, intercorrelations, and 

intracorrelations [10] . Unfortunately, these criteria have low percentage of 

selecting the true model as 19% of times. Also, he concluded that the 

sample size, intercorrelations, and intracorrelations have no significant 

effect on the performance of the information criteria.  
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Our research objective is proposing and evaluating new approach 

could be used to guide the selection of the true regression model. Also, 

our research objective involves comparing eight model selection criteria 

in terms of their ability to identify the true model with the help of the 

new approach.  

2. Methodology 

The REG procedure of the SAS system [1]  is a standard tool for 

fitting data with multiple linear regression models. One of the main 

reasons that the REG procedure of the SAS system is very popular is the 

fact that it is a general-purpose procedure for regression. In REG 

procedure, users find the following seven model selection criteria 

available, which give users tools can be used to select an appropriate 

regression model. The seven model selection criteria are [1] : 

1. Akaike’s Information Criterion [3]  (AIC) 

2. Sawa’s Bayesian Information Criterion [4,5]  (BIC)  

3. Schwarz’s Bayes Information Criteria [6]  (SBC)  

4. Amemiya’s Prediction Criteria [4,7,8]  (PC)  

5. Final Prediction Error [9,4]  (JP). 

6. Estimated Mean Square Error of Prediction [9]  (GMSEP) and 

7. SP Statistics [9]  (SP). 

One more model selection criteria will be presented that is equal to 

the average of the previous seven model selection criteria and it will be 

called Average Information Criterion (AVIC7). Our study concerns with 

comparing the eight information criteria in terms of their ability to 

identify the true model with the help of the new approach. 

The new approach involves using the bootstrap technique [11,12]  and 

the Multiple Comparisons with the Best (MCB) procedure [13]  as tools to 

help the eight information criterion in identifying the right regression 

model. The idea of the new approach can be justified and applied in a 

very general context, one which includes the selection of the true 

regression model [14] . The idea of using the bootstrap to improve the 

performance of a model selection rule was introduced by Efron [11,12] , and 

is extensively discussed by Efron and Tibshirani [15] . 
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In the context of the multiple linear regression models, (1), the 

algorithm for using parametric bootstrap in our new approach can be 

outlined as follows: 

Let the observation vector O
i
 is defined as follows:  

                     
`

1 , 1
...

i i i p
O Y X X

−

⎡ ⎤= ⎣ ⎦i
, where 1,2,..., .i n= . 

1. Generate the bootstrap sample on case-by-case using the observed 

data (original sample) i.e., based on resampling from
1 2

( , ,...., )
n

O O O . The 

bootstrap sample size is taken to be the same as the size of the observed 

sample (i.e. n). The properties of the bootstrap when the bootstrap sample 

size is equal to the original sample size are discussed by Efron and 

Tibshirani [15] . 

2. Fit the all possible regression models, which we would like to 

select the true model from them, to the bootstrap data, thereby obtaining 

the bootstrap AIC* , BIC* , SBC* , PC* , JP* , GMSEP* , SP* , and 

AVIC7*  for each model. 

3. Repeat steps (1) and (2) (W) times. 

4. Statisticians often use the previous collection of information 

criteria to guide the selection of the true model such as selecting the 

model with the smallest value of the information criteria [1,2] . We will 

follow the same rule in our approach, but we have the advantage that 

each information criteria has (W) replication values result of the 

bootstrapping of the observed data (from step (1), (2), and (3)). To make 

use of this advantage, we propose using MCB procedure [13]  to pick the 

winners (i.e. selecting the best set of models or single model if possible), 

when we consider the bootstrap replicates of the information criteria, 

which is produced by each of the model, as groups. 

3. The Simulation Study 

A simulation study of PROC REG’s regression model analysis of 

data was conducted to compare the eight model selection criteria with the 

new approach in terms of their percentage of number of times that they 

identify the true model alone.  

Normal data were generated according to all possible regression 

models that can be constructed of three independent variables
1 2 3
, ,X X X , 
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(total of 7 models). These regression models are special cases of model 

(1) with known regression parameters
0 1 2 3

( 2, 3, 4, 5)β β β β= = = = . 

There were 98 scenarios to generate data involving one case where 

multicollinearity was induced into the data and the other case where no 

multicollinearity was induced into the data, one case where first-order 

autocorrelation was induced into the data and the other case where no 

autocorrelation was induced into the data, one case where 

heteroscedasticity was induced into the data and the other case where no 

heteroscedasticity was induced into the data, and three different sample 

sizes ( n =15, 21, and 50 observations) with all the possible regression 

models (total of 7 models). The independent variables, 
1 2 3
, ,X X X  were 

drawn from normal distributions with 0µ =  and 2
4σ = . In the case 

where the multicollinearity was induced into the data, we set the 

correlation, ρ , between 
1

X  and 
2

X  to 0.70 using multivariate 

technique [15] . The error term of the model was drawn from normal 

distribution with 0µ =  and 2
9σ = . In the case where the first-order 

autocorrelation was induced into the data, the error term of the model 

was drawn from normal distribution with 0µ =  and 2
9σ = such that 

2

1
;  ~ . . . (0, ) ;  1, 2,...,

i i i i
u u i i d N i nε ρε σ

−

= + = . we set the correlation, 

ρ , equal to 0.90 using multivariate technique [16] . In the case where the 

heteroscedasticity was induced into the data, the error term of the model 

was drawn from normal distribution with 0µ =  and the error variance 

not being constant over all cases which increase as cases increases such 

that 2
 ;  1, 2,...,

i
i i nσ= = . For each scenario, we simulated 1000 datasets. 

SAS (Version 9.1) SAS/IML [1]  code was written to generate the datasets 

according to the described models. The algorithm of our approach was 

applied to each one of the 1000 generated data sets with each possible 

model (total of 7 models) for each one of the eight information criteria in 

order to compare their performance with the new approach. We close this 

section by commenting on how to choose the number of bootstrap 

samples W (i.e. the number of times the observed data was bootstrapped) 

used in the evaluation of the new approach. As W increases, the results 

of the new approach stabilize. Although, choosing a value of W which is 

too small may result in inaccurate results, choosing a value of W which 

is too large will be wasting of computational time. The values of 10 and 
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15 were chosen for W, since smaller values seemed to marginally 

diminish the number of correct model selections with the new approach 

while larger values did not significantly improve the performance of the 

new approach. The objective of implanting MCB procedure [13]  in our 

new approach is to select models into a subset with a probability of 

correct selection (correct selection)=(1- )p α  that the “best” model is included 

in the subset where the subset could be single model if possible. The 

percentage of number of times that the MCB procedure [13]  selects the 

right model alone was reported.              

4. Results 

Due to space limitations, we present only part of the total simulation 

results of the 98 scenarios. The complete results are available from the 

author upon request. Table 1 summarizes results of the percentage of 

number of times that the procedure selects the true regression model 

alone from all possible regression models (total of 7 models) for all the 

eight criteria, when n = 15, and W = 10. Table 2 summarizes results of 

the percentage of number of times that the procedure selects the true 

regression model alone from all possible regression models (total of 7 

models) for all the eight criteria, when multicollinearity was induced into 

the data, and n = 15, and W = 10. Table 3 summarizes results of the 

percentage of number of times that the procedure selects the true 

regression model alone from all possible regression models (total of 7 

models) for all the eight criteria, when n = 21, and W = 10. Table 4 

summarizes results of the percentage of number of times that the 

procedure selects the true regression model alone from all possible 

regression models (total of 7 models) for all the eight criteria, when 

multicollinearity was induced into the data, and n = 21, and W = 10. The 

comparisons of Table 1 with Table 2 and Table 3 with Table 4 reveal no 

significant effect for the multicollinearity on the performance of the eight 

criteria with the propose approach. Therefore, we restrict our attention to 

the case where no multicollinearity exists in the data.  

Table 5 summarizes results of the percentage of number of times that 

the procedure selects the true regression model alone from all possible 

regression models (total of 7 models) for all the eight criteria, when n = 

15, and W = 15. Table 6 summarizes results of the percentage of number 

of times that the procedure selects the true regression model alone from 
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all possible regression models (total of 7 models) for all the eight criteria, 

when n = 21, and W = 15. Table 7 summarizes results of the percentage 

of number of times that the procedure selects the true regression model 

alone from all possible regression models (total of 7 models) for all the 

eight criteria, when n = 50, and W = 10. Table 8 summarizes results of 

the percentage of number of times that the procedure selects the true 

regression model alone from all possible regression models (total of 7 

models) for all the eight criteria, when n = 50, and W = 15. The 

comparisons of Table 1 with Table 5 and Table 3 with Table 6 reveal no 

significant improving for the performance of the new approach with 

increasing the value of W from 10 to 15. Therefore, we restrict our 

attention to the case of W = 10 on the rest of the simulation.  

Table 1. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

n = 15, W = 10, and (nominal Type I error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 86.7% 97.1% 91.3% 96.8% 99.1% 99.5% 99.5% 97.3% 

X2 86.7% 96.9% 91.5% 99.1% 99.6% 99.8% 99.8% 98.7% 

X3 85.7% 96.1% 89.7% 99.5% 100% 100% 100% 99.3% 

X1,x2 96.4% 99.8% 97.1% 100% 100% 100% 100% 100% 

X1,X3 96.1% 99.6% 97.1% 99.9% 100% 100% 100% 100% 

X2,X3 96.1% 100% 96.2% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

 

 

Table 2. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

multicollinearity was induced, n = 15, W = 10, and (nominal Type I error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 86.3% 96.7% 91.6% 97.8% 99.2% 99.3% 99.3% 97.2% 

X2 86.7% 95.9% 91.0% 99.2% 99.8% 99.8% 99.8% 98.1% 

X3 85.1% 96.4% 90.3% 99.7% 100% 100% 100% 99.5% 

X1,x2 96.6% 99.7% 97.7% 100% 100% 100% 100% 99.9% 

X1,X3 96.0% 99.4% 96.8% 100% 100% 100% 100% 99.9% 

X2,X3 95.5% 99.6% 96.8% 100% 100% 100% 100% 99.9% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 
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Table 3. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

n = 21, W = 10, and (nominal Type I error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 93.5% 97.6% 96.5% 98.7% 100% 99.5% 99.5% 98.2% 

X2 92.6% 97.9% 96.5% 99.9% 100% 100% 100% 99.2% 

X3 93.3% 97.6% 96.4% 99.7% 100% 100% 100% 99.5% 

X1,x2 98.7% 99.5% 98.9% 100% 100% 100% 100% 99.8% 

X1,X3 98.4% 99.6% 99.0% 100% 100% 100% 100% 100% 

X2,X3 98.5% 100% 98.8% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

 

Table 4. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

multicollinearity was induced, n = 21, W = 10, and (nominal Type I error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 94.7% 98.0% 97.3% 98.7% 99.7% 99.7% 99.7% 98.2% 

X2 94.0% 98.2% 96.8% 99.4% 100% 100% 100% 99.2% 

X3 94.2% 98.2% 97.0% 100% 100% 100% 100% 100% 

X1,x2 98.8% 99.4% 98.8% 100% 100% 100% 100% 100% 

X1,X3 98.4% 99.6% 99.0% 100% 100% 100% 100% 100% 

X2,X3 98.2% 99.6% 98.9% 100% 100% 100% 100% 99.9% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

 
Table 5. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

n = 15, W = 15, and (nominal Type I error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 82.1% 95.2% 88.3% 95.6% 99.0% 99.5% 99.5% 94.6% 

X2 79.8% 94.7% 87.6% 97.5% 99.5% 99.6% 99.6% 97.1% 

X3 80.2% 94.6% 86.5% 99.1% 100% 100% 100% 98.9% 

X1,x2 93.9% 99.1% 95.2% 100% 100% 100% 100% 99.8% 

X1,X3 94.1% 98.8% 95.4% 100% 100% 100% 100% 100% 

X2,X3 93.0% 98.4% 94.6% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 
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Table 6. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

n = 21, W = 15, and (nominal Type I error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 91.2% 96.4% 95.2% 97.9% 99.5% 99.6% 99.6% 97.8% 

X2 89.8% 96.1% 95.0% 99.4% 100% 100% 100% 98.6% 

X3 87.6% 96.3% 93.5% 99.6% 100% 100% 100% 99.4% 

X1,x2 98.0% 99.7% 98.6% 100% 100% 100% 100% 99.9% 

X1,X3 97.0% 99.4% 98.3% 100% 100% 100% 100% 100% 

X2,X3 97.4% 99.5% 98.2% 100% 100% 100% 100% 99.9% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

 

Table 7. The Percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

n=50, W=10, and (nominal Type I error=0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 98.8% 99.7% 99.9% 99.7% 100% 100% 100% 99.9% 

X2 98.5% 99.2% 99.6% 99.8% 100% 100% 100% 99.8% 

X3 99.3% 99.7% 99.8% 100% 100% 100% 100% 100% 

X1,x2 99.6% 99.7% 100% 100% 100% 100% 100% 99.9% 

X1,X3 99.9% 100% 100% 100% 100% 100% 100% 100% 

X2,X3 99.7% 100% 100% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

 
Table 8. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

n = 50, W = 15, and (nominal Type I error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 98.1% 99.0% 99.5% 99.4 100% 100% 100% 99.5% 

X2 96.8% 98.5% 99.5% 100% 100% 100% 100% 99.7% 

X3 98.4% 99.5% 99.7% 100% 100% 100% 100% 100% 

X1,x2 99.4% 99.5% 99.6% 100% 100% 100% 100% 99.9% 

X1,X3 99.8% 99.9% 100% 100% 100% 100% 100% 100% 

X2,X3 99.5% 99.9% 99.9% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 
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Table 9 summarizes results of the percentage of number of times that 

the procedure selects the true regression model alone from all possible 

regression models (total of 7 models) for all the eight criteria, when first-

order autocorrelation was induced into the data, and n = 15, and W = 10. 

Table 10 summarizes results of the percentage of number of times that 

the procedure selects the true regression model alone from all possible 

regression models (total of 7 models) for all the eight criteria, when first-

order autocorrelation was induced into the data, and n = 21, and W = 10. 

Table 11 summarizes results of the percentage of number of times that 

the procedure selects the true regression model alone from all possible 

regression models (total of 7 models) for all the eight criteria, when first-

order autocorrelation was induced into the data, and n = 50, and W = 10. 

The comparisons of Table 1 with Table 9, Table 3 with Table 10, and 

Table 7 with Table 11 reveal no significant effect for the first-order 

autocorrelation on the performance of the eight criteria with the propose 

approach.  

 
Table 9. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

first-order autocorrelation was induced, n = 15, W = 10, and (nominal Type I 

error = 0.05). 

 

The eight criteria 
The right 

model 
AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 87.5% 97.5% 92.6% 93.9% 97.9% 98.7% 98.7% 96.3% 

X2 85.8% 96.4% 91.7% 97.3% 99.7% 99.7% 99.7% 97.1% 

X3 84.5% 97.8% 90.0% 98.2% 100% 100% 100% 98.8% 

X1,x2 96.1% 99.5% 96.9% 99.6% 99.9% 100% 100% 99.6% 

X1,X3 95.5% 99.2% 97.2% 99.6% 99.6% 99.6% 99.6% 99.5% 

X2,X3 97.8% 100% 98.4% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 
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Table 10. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

first-order autocorrelation was induced, n = 21, W = 10, and (nominal Type I 

error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 93.7% 97.9% 96.9% 97.2% 99.5% 99.6% 99.6% 98.8% 

X2 90.9% 96.6% 95.7% 98.0% 100% 100% 100% 98.6% 

X3 93.3% 97.4% 96.5% 98.6% 99.8% 99.8% 99.8% 99.2% 

X1,x2 98.4% 99.2% 98.8% 99.7% 99.9% 99.9% 99.9% 99.7% 

X1,X3 98.1% 99.8% 99.0% 100% 100% 100% 100% 99.9% 

X2,X3 98.6% 99.6% 99.1% 100% 99.9% 99.9% 99.9% 99.8% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

 
Table 11. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

first-order autocorrelation was induced, n = 50, W = 10, and (nominal Type I 

error = 0.05). 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 98.3% 99.2% 99.9% 98.6% 99.7% 99.8% 99.8% 99.3% 

X2 98.2% 98.7% 99.5% 99.0% 100% 100% 100% 99.6% 

X3 98.4% 98.8% 99.5% 99.6% 100% 100% 100% 99.7% 

X1,x2 99.6% 99.8% 99.8% 100% 100% 100% 100% 99.9% 

X1,X3 99.8% 100% 100% 100% 100% 100% 100% 100% 

X2,X3 99.5% 99.6% 100% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

 

Table 12 summarizes results of the percentage of number of times 

that the procedure selects the true regression model alone from all 

possible regression models (total of 7 models) for all the eight criteria, 

when heteroscedasticity was induced into the data, and n = 15, and W = 

10. Table 13 summarizes results of the percentage of number of times 

that the procedure selects the true regression model alone from all 

possible regression models (total of 7 models) for all the eight criteria, 

when heteroscedasticity was induced into the data, and n = 21, and W = 

10. Table 14 summarizes results of the percentage of number of times 

that the procedure selects the true regression model alone from all 
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possible regression models (total of 7 models) for all the eight criteria, 

when heteroscedasticity was induced into the data, and n = 50, and W = 

10. The comparisons of Table 1 with Table 12, Table 3 with Table 13, 

and Table 7 with Table 14 reveal no significant effect for the 

heteroscedasticity on the performance of the eight criteria with the 

propose approach.  
 

Table 12. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

heteroscedasticity was induced, n = 15, W = 10, and (nominal Type I error = 0.05). 

 

Table 13. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

heteroscedasticity was induced, n = 21, W = 10, and (nominal Type I error = 0.05). 

 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 87.5% 97.1% 92.7% 99.1% 99.9% 99.9% 99.9% 97.5% 

X2 87.8% 96.4% 91.5% 99.1% 99.8% 99.8% 99.8% 98.5% 

X3 85.4% 97.7% 89.7% 99.7% 100% 100% 100% 99.8% 

X1,x2 96.3% 99.6% 97.8% 99.9% 100% 100% 100% 99.7% 

X1,X3 95.9% 99.7% 97.6% 100% 100% 100% 100% 99.9% 

X2,X3 97.4% 99.7% 97.8% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 94.2% 97.4% 97.0% 98.5% 99.7% 99.7% 99.7% 98.5% 

X2 93.2% 97.1% 96.0% 99.5% 100% 100% 100% 98.7% 

X3 96.4% 98.8% 98.7% 99.7% 99.8% 99.8% 99.8% 99.8% 

X1,x2 97.4% 99.6% 98.2% 99.9% 100% 100% 100% 99.9% 

X1,X3 97.9% 99.8% 98.7% 100% 100% 100% 100% 100% 

X2,X3 98.4% 99.3% 99.0% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 
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Table 14. The percentage of number of times that the procedure selects the true regression 

model alone from the all possible regression models for all the eight criteria when 

heteroscedasticity was induced, n = 50, W = 10, and (nominal Type I error = 0.05). 

 

Although the new approach shows very good performance over all 

with all the criteria for all the cases, it was outstanding with GMSEP [9] , 

JP [9,4] , and SP [9]  criteria. Also, as expected, the performance of the new 

approach improved with increasing sample size n. Finally, we applied the 

proposed approach to real data for a studying the effects of the charge 

rate and temperature on the life of a new type of power cell in a 

preliminary small-scale experiment. The charge rate (X1) was controlled 

at three levels (0.6, 1.0, and 1.4 amperes) and the ambient temperature 

(X2) was controlled at three levels (10, 20, and 30°C). Factors pertaining 

to the discharge of the power cell were held at fixed levels. The life of 

the power cell (Y) was measured in terms of the number of discharge-

charge cycles that a power cell underwent before it failed. Table 15 

contains the data obtained in the study. The researcher decided to fit first 

order model in terms of X1 and X2, without a cross-product interaction 

effect X12, to this initial small-scale study data after detailed analysis [17] . 

We will apply the proposed approach to select the best model or the best 

subset of models for this data considering three predictor variables X1, 

X2, and a cross-product interaction effect X12. Table 16 shows the mean 

and the standard deviation of the three criteria GMSEP [9] , JP [9,4] , and 

SP [9]  when W = 5 for the four considered models. The MCB 

procedure [13]  selects the best model as the one that has been selected by 

the researcher but with a cross-product interaction effect X12, with 

0.7α = . 

The eight criteria The right 

model AIC BIC SBC PC JP GMSEP SP AVIC7 

X1 99.6% 99.6% 99.9% 99.7% 100% 100% 100% 99.9% 

X2 98.7% 98.7% 99.6% 99.0% 100% 100% 100% 99.6% 

X3 99.2% 99.2% 99.6% 99.9% 100% 100% 100% 99.8% 

X1,x2 99.9% 99.9% 99.9% 100% 100% 100% 100% 100% 

X1,X3 99.8% 99.8% 99.9% 100% 100% 100% 100% 100% 

X2,X3 99.8% 99.8% 99.9% 100% 100% 100% 100% 100% 

X1,X2,X3 100% 100% 100% 100% 100% 100% 100% 100% 
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Table 15. Data for power cells case example. 

Cell (i) 1 2 3 4 5 6 7 8 9 10 11 

Number of Cycles (Y) 150 86 49 288 157 131 184 109 279 235 224 

Charge Rate (X1) 0.6 1.0 1.4 0.6 1.0 1.0 1.0 1.4 0.6 1.0 1.4 

Temperature (X2) 10 10 10 20 20 20 20 20 30 30 30 

 

 

Table 16. The mean and the standard deviation of the criteria for the considered models 

when W = 5. 

The criteria 

GMSEP JP SP 

The 

considered 

models 
Mean Std. dev. Mean Std. dev. Mean Std. dev. 

X1 5126.81283 1377.49815 4936.93087 1326.47970 522.175381 140.300737 

X2 3190.37903 2454.08272 3072.21684 2363.19076 324.946012 249.952869 

X1,x2 1023.67651 742.93274 928.89164 674.14267 104.263348 75.669075 

X1,X2,X12 746.49992 500.28423 622.08327 416.90353 76.032399 50.954875 

 

5. Conclusion 

In our simulation, we considered multiple linear regressions, looking 

at the performance of the new proposed approach for selecting the 

suitable regression model with different cases. Overall, the new approach 

provided the best guide to select the suitable model. The new approach 

showed outstanding performance with GMSEP [1] , JP [1,2] , and SP [1]  

criteria. Thus, this new approach can be recommended to be used with 

one of the three mentioned criteria. Note for users of the propose 

approach: if the MCB procedure suggested the best subset of models 

contains more than one model, we recommend selecting the true model 

as the one with a small subset of predictors since the examination of 

simulation results showed that in this case the other models are overfitted 

models, i.e. model that contains the predictors of the true model, plus any 

additional predictors. The main result of our article is that the three 

criteria GMSEP [1] , JP [1,2] , and SP [1]  criteria are competitive in term of 

their ability to identifying the right model with the help of the new 

proposed approach even under the violation of regression assumptions 

such as heteroscedastic regression model, autocorrelated error model of 

regression, and multicollinearity. 
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